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• Query/Item Multi-Valued Terms include: Query terms, Item-name terms, Item-Description Terms, Item-
First-Category Terms, Item-Second-Category Terms, Item-Third-Category Terms.

• Query/Item Single-Valued Features: Single-Valued NLP Features, such as Query (NER), Item NER, etc.
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Semantic Attention Pooling
Semantic Attention Layer
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Neural-Gate Neuron Routing
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Summarization

• Attention Weighted Sum Pooling for Semantic Sessions

• Query attend to semantic sessions to get relevance between query and each session.
The relevance, which means the similarity to user’s intention, will be used as
sessions’ weights.

• By doing this, we had achieved the pruning of the model (decreased from 30
semantic embedding-vectors to 2 semantic embedding-vectors as dnn’s inputs) to
further avoid overfitting.

Attention Pooling for Semantic Sessions

Neural-Gate Neuron Routing
• “Environmental awareness” of embedding vector granularity.


